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Problem Definition
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Baseline : Assume Negative
=> Inducing label noise (i.e., false negative)

Q. How do false negative labels 
affect model explanation?
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Motivation
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Analysis on Model Explanation

Model’s localization ability is not much damaged by false negative labels.
=> Bridge the Gap !

Proposed Method : BoostLU

Results
Single positive label setting

Large-scale partial label setting (Openimages)

Synergy effect            HP Sensitivity

1) Modify the last FC layer into 1x1 conv

3) When to apply BoostLU

2) Apply BoostLU element-wisely on CAM

① 
② 
③ 

😃 Performance increase without additional training

😃 Boosted gradient 

😓 Side effect by false negative labels

😄 Alleviated side effect

😄 Synergy effect with large loss modification scheme
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Rejecting losses from
false negative labels

😃 Obtain CAM directly           
       during forward pass


